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Foreword

This report from the Mutual Learning Exercise “Ex-post evaluation of business R&I grant schemes” summarises and analyses the discussions among representatives from five countries during late spring 2016.

This “MLE” has been characterised by engaged discussions among participants. It can therefore be seen as a true bottom-up exercise, as it was also intended. The experts and invited speakers with their deep knowledge and experience from the field contributed in both an enlightening and provocative way and thereby broadened the discussions.

The participants seemed to have found new colleagues to discuss approaches, methods and new tracks for problem solving. The two country seminars in Spain and Denmark were professionally prepared and organised from the respective country and we are grateful to them for that. Hopefully, this report will remind the participants of the MLE they took part in, but also give insights to others.

Thanks to Viola, Pim and Paul for writing this report. It has been a pleasure chairing an MLE with such engagement from participants.

Agneta Bladh

Chair, PSF MLE panel
EXECUTIVE SUMMARY AND POLICY MESSAGES

The purpose of this MLE was “to improve the exchange of information, mutual learning and identification of good practices between the participating countries and in this way contribute to put in place better systems for the ex-post evaluations of business R&I grant schemes”.

Stakeholders from Spain, Denmark, Sweden, Norway and Germany actively participated and shared views and experiences in this MLE as well as some countries with observer status (Turkey, Hungary, Romania). In addition to the first scoping workshop in Brussels (23 February), and, more significantly, the two country workshops or site visits to Spain (Madrid, 26 April) and Denmark (Copenhagen, 3. May) and a concluding workshop in Brussels (30 May), the process benefitted from additional views from mostly local experts and practitioners during the country visits and a rich discussion in all four workshops. These perspectives were complemented by a small survey among the participating countries to solicit input for the concluding Brussels workshop as well as additional views and comments by the two external experts and rapporteur to this MLE.

Below we briefly summarize the main insights gained from the MLE experience on the process of evaluation, generally and more specifically on issues arising in the context of the ex-post evaluation of business R&I grant schemes. For both we also point at challenges that were identified. Some lessons for MLEs as a tool for mutual policy learning and possible follow up action are given as well.

Insights gained on the evaluation process

During the first scoping workshop it became clear that it is not realistic to exchange views and experiences on the evaluation of business R&D grants without having an understanding of the context in which these evaluations take place. From discussing this context in greater detail we learned, inter alia, that:

- **Evaluation culture and the maturity of the evaluation process differ inherently between the participating countries.** At one end of the scale, evaluation systems form a well-integrated element of the policy cycle, with a clear division of labour in place and evidence of policy learning, with an understanding of the use (and its associated caveats) of the process of (ex post) evaluation. At the other end of the scale, evaluation is not yet a standard routine, nor is it well integrated into the policy cycle. Similarly, the required information infrastructures and budgets for the support of internal evaluation units and/or external evaluations are available to a limited degree only.

- **There is a high level of variation between the participating countries in the extent to which a division of labour between ministries, dedicated evaluation units within ministries, agencies, academia and consultants exists.** In the relevant ministries of the more ‘advanced’ countries, the role of dedicated evaluation units is relatively more important and there is a lower inclination (or need, possibly due to greater in-house resources for evaluation) to rely heavily on the use of external academic evaluators and consultants. However, the greater ‘professionalisation’ of ministerial evaluation agencies and units does not preclude the use of external evaluation agents, although it is often the case that government officials are better able to act in concert with the latter as ‘informed clients’.

- **There is also much variation between the participating countries regarding the presence of an evaluation community of practice.** In these countries the practice and study of evaluation appears to be well developed amongst the academic community and there seems to be at least some tradition for evaluators with diverse backgrounds to meet and learn from each other and to form professional societies. This community of practice often provides an external resource and input for evaluation advice or for the conduct of commissioned evaluations.

- **Policy-makers and experts are looking for intelligent combinations or mixes of more qualitative and quantitative approaches to evaluation.** There is a drive across all countries to seek evidence on the economic effectiveness and impact of schemes, often led by demands for financial stringency. This has placed an emphasis on the use of quantitative measures, particularly those employing econometric approaches. Such approaches are greatly assisted by the presence of extensive data-infrastructures (including provisions for safeguarding privacy), hence in countries that have access to these assets, there is a greater inclination to strive for the development of increasingly sophisticated econometric analyses to use in evaluations. However, at the same time in these countries there is a recognition that opening up the ‘black box’ of R&D and innovation in firms is a necessary goal in order to really understand how firms benefit from R&D and innovation schemes (and mixes thereof) and how this may affect firm behaviour and thereby to contribute to improved policy learning. Specifically, in the meetings, this
Some of the main challenges identified regarding evaluation in general are:

- How best to combine various evaluation methods (and have the information infrastructure in order to do so);
- Ensuring that the results of evaluations are better fed back into the policy process;
- Improving the overall rationale or intervention logic of many R&D and innovation schemes (as these are not always clear when evaluations are commissioned and hence hamper a proper evaluation);
- How to fully understand why policies and schemes work (or not), including: the degree to which effects can be attributed to specific scheme characteristics; the degree to which effects can be attributed to individual schemes when they are used in combination; and what is the persistence of effects by the (semi) permanent or repetitive use of schemes.

**Insights gained on the evaluation of R&D grants/schemes**

The MLE has given extensive attention to the pros and cons of (and limitations and requirements when) performing advanced econometric-based analyses as part of the wider trend towards evidence-based policy-making. It discussed various examples of what some see as the "golden standard" in evaluation. Key observations are the following:

- **Evaluations using econometric analyses are far from standardized and quite complex type of analyses to perform.** Their results are quite difficult to convey to a non-specialist audience and vulnerable to discussions among experts on what methodology is most appropriate to use for what type of dataset. Finding the right control groups and preventing selection bias are key issues here and differences in choices made may affect the outcome of this type of analyses. Moreover, decisions on methodological approaches and techniques are inherently difficult to explain to a non-technical audience that can adversely affect the credibility of the results.

- **Econometric analyses are very demanding in terms of data-availability and quality.** Hence, countries that have good administrative business data and can couple this to R&D and innovation and more regular business statistics are much better positioned to be able to employ this type of analysis. However, even in those countries it is rare to find schemes where high quality data are available in abundance and where this type of analysis is possible. Moreover, there may be a risk in becoming overly reliant on econometric type evaluations, particularly where schemes may be too small to exhibit detectable impacts or data-availability is low.

- **The working procedures regarding access to data and data confidentiality are far from solved in only but a few cases.** Here both politicians and statistical bureaux could step in to increase the use of data that are in many cases available, but underutilized.

- **There is a trend toward this type of econometric analysis, but this needs to be balanced by recognising the simultaneous need to understand behavioural effects**

opening up was also referred to as 'understanding the innovation journey’, a term that both better appreciates the temporal nature of companies’ involvement with a sequence of innovation support instruments and the time it takes for effects and impacts to accrue.

- **The building up of information infrastructures for evaluating R&D and innovation schemes is a demanding yet important task and a prerequisite for more quantitative evaluations.** The participating countries are very different in this respect, which can be a consequence of historical factors quite unrelated to the level of evaluation culture. However, it was also concluded that a well-functioning scheme administration (perhaps including provisions for monitoring arrangements) can be a valuable feature. Having insight at firm level to the actual use of/participation in the various R&D and innovation schemes is also highly useful (i.e. the ‘innovation journey’, especially if this type of data can be coupled to regular R&D, innovation and business statistics. Again the participating countries are very different in the degree to which these information infrastructures are in place and the ease with which these can be accessed and interrogated for evaluation purposes.

- **Participating countries show a considerable difference in the degree to which evaluations are a logical part of a regular policy cycle** (and hence the degree to which policy learning is institutionalized and the results of evaluations fed back to the policy process). This is linked not only to the formal obligation to evaluate (which can sometimes be counterproductive), but also the way in which the results are communicated to policy-makers, parliament and the wider public. Here there is much scope for mutual learning among the participating countries.
(i.e. the “innovation journey of firms”) of the use of R&D and innovation grants more fully. Therefore, when using this type of analysis there remains the need to open up the ‘black box’ of how firms decide on, benefit from and most importantly change their R&D behaviour (or not) following the use of these R&D grants. A development towards using a mixed approach to evaluation where this type of econometric analysis is used in combination with more qualitative evaluation methods is therefore preferred.

Some of the main challenges discussed include how to measure (and understand) behavioural effects, learning from the use of econometric type analyses as applied in other domains (such as education and labour market studies) and how to deal with the interaction of various schemes used in combination. Also more information was required on the way in which firms used support schemes, for example through being ‘repeat users’ of the same scheme, or using multiple schemes in combination or in progressing from one type of scheme to another. Finally, there seemed to be potential in exploring the use of ‘big data’ to analyse firms’ behaviour and their response to schemes.

**Lessons learned from the MLE-process**

Participating countries were positive about the learning process they experienced and indicated that a MLE/workshop size of between 4-8 countries is best. The country visits in particular were identified as very helpful exercises in terms of learning from other practices (bench-learning) and reflecting on one’s own practices. Too much heterogeneity (in terms of the experience of the participating countries) was viewed as a less attractive factor (and here peer review maybe a better instrument).

A number of points for improvement include:

- pinpoint the scope of the whole exercise early on;
- more upstream information for participants;
- more time between subsequent country visits;
- reduce the scope for those countries organising workshops to benefit fully from the learning process;
- provide a standardised format for a country visit/workshop;
- exchange of more practical aspects concerning evaluation processes.

However, possibly the best indication of the usefulness of this particular MLE experience is the willingness of the participating countries to maintain the existence of this small learning community and the idea to involve each other during actual future evaluations to encourage exchange and learning on the job.
1. INTRODUCTION

The purpose of this MLE is to improve the exchange of information, mutual learning and identification of good practices between the participating countries and in this way contributing to put in place better systems for the ex-post evaluations of business R&I grant schemes. It should be noted that the content of the MLE workshops was defined very much in a bottom-up fashion through the expectations and experience of the participating countries. The MLE is very much a process oriented approach and hence this report does not in any way set out to provide a prescriptive or generalised account of the best way in which the evaluation of R&I grant schemes may be conducted. Instead, it offers an insight into the challenges faced by the participating member states when considering such evaluations and is supported by some illustrative examples of the methodologies used. These are not presented necessarily as best practice examples, since these approaches are very much conditioned by the country-specific contexts in which they operate, but served as the basis for discussion, reflection and mutual learning.

Policy measures which provide direct support for R&D within companies is possibly one of the oldest and most established policy instruments, dating from the immediate post-Second World War period. Over time, the focus of these instruments has shifted from the direct support of single R&D projects within large individual firms, towards a focus on direct support to SMEs. This shift is largely based on arguments over the comparative efficiency of financing R&D activities in smaller companies, thereby giving access to an increased range of clients although at the potential cost of the size of spillovers that may be obtained from the support of larger firms. In parallel, there has been a growth of more generic support that aims to stimulate firm R&D expenditures, such as the use of R&D tax credits, for example. Arguments over the relative efficacy of these two types of scheme centre on the comparative ease with which the latter may be implemented and administered, versus the strategic opportunities offered by the former (for example in targeting specific growth sectors, or in supporting firms in disadvantaged regions or those threatened by the loss of credit liquidity resulting from the 2008 financial crisis) (Cunningham, et al. 2012).

The provision of direct support for R&D is founded on the rationale that R&D conducted within firms will, directly or indirectly stimulate innovation leading to the production of new marketable products, processes or services – a view that is predicated on the linear model of innovation and which explains the long history of this type of measure. This form of support follows the classical economic rationale for public intervention, linked to the capacity of firms to appropriate investments made and the relative importance of spillovers associated with their R&D efforts. They are thus intended to compensate for firms’ propensity to under invest.

Although they offer relative simplicity in comparison with other innovation support schemes, the evaluation of direct measures also poses a number of particular problems. These include:

- The desired effects of the measure tend to emerge at various times, posing the question of when is the optimum time to conduct an evaluation, and how frequently. For example, issues concerning uptake and management will emerge soon after implementation, while, it may take months or years until prototypes are generated or new products, processes or services introduced to the market. Likewise, organisational and behavioural changes will take time to generate and become embedded, and their sustainability, along with that of other desired effects, will require even longer time frames.

- R&D expenditure, growth, profitability and employment, along with many other anticipated impacts of direct support measures are readily measurable and can lend themselves to the construction of easily obtained quantitative indicators. It is less easy to capture information on less tangible outcomes such as skills, innovation capabilities and capacities, and spillover effects, etc.

- As with many other forms of policy intervention, the types of outcome and impact arising is difficult to ascertain in the absence of counterfactual examples or benchmarks established prior to the establishment of the funding.

- Lastly, and this is particularly the case as the size of the target firm increases, the direct outcomes of public support may be difficult to distinguish from other forms of support (Cunningham, et al. 2012).

Furthermore, a range of data collection approaches and methodologies are available for the evaluation of the effects of innovation support instruments and which are not restricted to the assessment of those concerned with the provision of direct support to R&D. Those methodologies that are typically encountered include:
Existing databases and monitoring data
Surveys
Interviews
Focus groups/workshops/meetings
Peer reviews (including stakeholder reviews)
Formalised data on intellectual property (patents, etc)
Publications data

Likewise, a range of data analysis techniques may be applied to the information collected. Those most frequently encountered include:

- Case study analysis
- Network analysis
- Econometric analysis
- Descriptive statistics (e.g. uptake analysis)
- Input/output, cost/benefit, return-on-investment analysis
- Intellectual property (IP) data analysis (including technometrics and other analyses)
- Publications data analysis (including bibliometrics)
- Qualitative or quantitative analysis of texts

The choice of data collection and analysis methods is largely determined by a number of factors, first and foremost of which is linked to the purpose of the evaluation. In very simplistic terms, if the purpose of the evaluation is to gain an insight into the implementation and management of the programme, then surveys and interviews of participants can be used to gauge stakeholder satisfaction and feedback, allowing policy makers to redesign relevant aspects of the programme’s administration. If, however, policymakers wish to gain an insight on the economic effects and impacts of the programme, then surveys which seek information on participant performance can be carried out and subjected to econometric analysis. In broad terms, the choice of approach is dictated by whether the evaluation is designed to investigate the more qualitative process-oriented aspects of the programme (‘how?’ and ‘why?’ the intervention performs) or the more quantitative outcomes and impacts (‘what?’ and ‘how much?’ does the intervention deliver). The difference in methodologies between these ‘soft’ and ‘hard’ approaches formed the topic of some discussion in this MLE and is detailed later in this report.

Another factor influencing the choice of methods relates to timing: if an evaluation is carried out too early, many of the impacts and effects will have had insufficient time to manifest. Thus, if the evaluation is to adopt a ‘hard’ approach, it must be delayed until a sufficient body of relevant information has been accumulated.

A further factor is the type of policy intervention that is to be examined. It is beyond the remit of this report to explore this aspect in detail, but a good overview of a range of innovation support measures and the most appropriate evaluation methodologies that can be employed is provided in Technopolis and MIOIR (2012). Taking the specific case of direct support to R&D conducted by firms, this report suggests the following menu of evaluation approaches:

- “Use of structural business statistics or data from tax authorities (company accounts, etc.) to compare beneficiary performance over time with those of a comparison group of non-assisted enterprises. Such data can also be used to assess multiplier effects of the public funding (gross-value added, etc.).
- Bespoke surveys of beneficiaries (either a sample or the entire population) extended to a comparison group (or double comparison group, i.e. non-applicant and unsuccessful applicants) to allow for a counter-factual analysis.
- Counterfactual econometric analysis of micro-data (e.g. the Community Innovation Survey data from Eurostat) or national/regional panel data (e.g. the Mannheim Innovation Panel in Germany). An econometric analysis is generally only appropriate when an evaluation covers a large enough number of beneficiary firms for which a reliable and complete economic time series can be obtained.
- In-depth analysis of a sub-set of beneficiary firms applying interview/case study methods to understand the synergies between innovation measures. This can be done by tracking over time companies that have received a ‘package’ of support (e.g. innovation voucher, grant for R&D, prototyping and follow on investment, training and export grants). By
covering the full ‘project life cycle’ from the firm’s viewpoint, the evaluation avoids the risk of project fallacy (assuming that a grant, which may only cover part of the product development phase, leads to a direct and verifiable outcome for the firm)”. (Technopolis and MIOIR, 2012).

In their review of the impact of direct innovation support policy measures, Cunningham et al (2013) encountered evidence of a range of evaluation methodologies which closely concur with those identified by Technopolis and MIOIR (2012). They note that these methods are generally employed to examine programme issues such as rationales, user characteristics, governance aspects, input additionality, output additionality and behavioural additionality effects. However, there is a significant difference between academic studies in this particular area, many of which tend to focus on the issue of input additionality and, to a lesser extent, output additionality, while (commissioned) policy evaluations tend to focus on the continued relevance of the rationale for the intervention and on its implementation performance.

A particular focus of this MLE was the use of sophisticated, highly quantitative approaches in order to determine programme impact. These approaches are typically based on advanced econometric methods. As noted by Technopolis and MIOIR “the application of econometric methods to look at how the performance of recipients of funding compares to a counterfactual situation is a technique that is still used correctly in only a handful of evaluations. The advantage of a counterfactual approach is the (potential) rigour and accuracy of the results”. This statement may explain why many econometric studies are conducted within the academic sector rather than the policy sector as noted above, although it is noted that many academic studies do not involve the application of econometric techniques to specific support programmes but generally tend to utilise existing (general) data sets such as those provided through the Community Innovation Surveys, for example.

The authors note, however, that the use of such methods are strongly dependent on the availability of sufficiently robust and complete (time series) data on the use of different sources of funding by a (statistically viable) sample or panel of participant and non-participant firms. For this reason, evaluations of this type often combine data obtained from a survey of beneficiaries and compare it with the ‘average’ performance of firms in their sector, etc. using standard economic statistics. The availability of suitable and robust comparison data thus becomes an absolute prerequisite for econometric studies: such data is rarely readily available to policy makers and evaluators, however. A further practical tip offered by the authors when using econometric counter-factual approaches was to ensure that data is gathered from a sufficiently large group of beneficiary firms and to check for the combined effects of different types of funding.

A further caveat that may be applied to the use of econometric modelling approaches in evaluation is that, even if designed and executed correctly, the interpretation of results of the analysis may require a very high order of technical expertise, which can limit their use in evaluation practice and subsequent policy-making (Technopolis and MIOIR, 2012).

While Cunningham, et al (2013) do not make any specific comparisons of the utility or appropriateness of the range of available evaluation methodologies, they note that the findings of several econometric surveys exhibit great variability in terms of their results: even when applied to the same or similar datasets, the selection of modelling approaches and parameters can deliver quite different outcomes. Clearly, such variation raises questions about the policy utility of these approaches.

It is clear (not least from the focus of the MLE workshops) that policy attention on the application of econometric techniques in policy evaluation is increasing, although progress in their development has arguably been limited. A review of innovation policy evaluation practice conducted by the OECD some ten years ago noted that “some of the most interesting recent developments in evaluation methodology concern the use of econometric techniques based on longitudinal micro-level data...The quality of results based on this approach is, however, conditional on the extent to which researchers can control for firm characteristics other than programme participation. Furthermore, this technique is only the first step in a full cost-benefit analysis: at its best it establishes the private benefits conferred to firms as a result of the programme; justification of a programme needs to account for social benefits against the total costs” (Papaconstantinou and Polt, 2007). Such caveats appear as relevant today as then.

A more focused examination of the utility of econometric approaches to impact assessment is made in a sister paper (Capron and van Pottelsbergh de la Poterie, 2007). The authors present a rather mixed message noting that, while extensively used as decision-making tools in economic policy, the credibility and usefulness of econometric methods as a tool in the field of S&T policy is controversial, if not contested. They note that quantitative economic methods can provide answers to questions relating to the efficiency of S&T policy, but that their use depends on the specific
question being addressed and that the results of such studies should be viewed as “providing an additional piece of information in the evaluation process”.

It is not within the scope of this report to detail the various econometric modelling approaches that may be employed, a discussion of the more salient considerations of their use in policy evaluation is provided by Athey and Imbens (2016). One interesting observation made in this paper is the statement that “the gold standard for drawing inferences about the effect of a policy is the randomized controlled experiment; with data from a randomized experiment, by construction those units who were exposed to the policy are the same, in expectation, as those who were not”. This approach makes it relatively straightforward to draw inferences about the causal effect of a policy and the difference between the sample average outcome for treated units and control units. It thus forms an unbiased estimate of the average causal effect. However, as the authors add, the luxury of being able to test policies in an experimental fashion is outside the financial resources of most policymakers, not to mention the inherent political risk entailed. Hence, evaluators must deal with the problem of creating robust comparison datasets, together with dealing with the assumptions these rely upon.

Many of the conclusions by the OECD Expert Group on the Evaluation of Industrial Policy (see Warwick and Nolan, 2014) were to a large extend echoed in discussions and presentations during the various workshops and in particular the two country seminars. The expert group has considered recent evidence from the evaluation of industrial policy, against the background of new approaches to evaluation. Industrial policy is of course much broader than business R&I grant schemes and ranges from R&D support policies, innovation-oriented public procurement, capital market interventions, sectoral approaches (including public-private partnerships), cluster and regional policies to national industrial strategies. Nevertheless some observations are worth mentioning here as many of them were discussed in similar terms in this particular MLE. One of the main conclusions of the expert group was that “rigorous and systematic evaluation evidence in many areas of industrial policy is scarce, and methodological challenges particular to this field are many” (p. 4). A series of causes was suggested for the relative limited use of especially experimental methods and rigorous control groups in the evaluation of industrial policy in comparison to other policy areas (p, namely:

- The feasibility of identifying control groups can vary from one instrument to another.
- Data availability. Researchers still complain about difficulties in accessing relevant data in the industrial and innovation policy sphere.
- Unit of analysis – businesses are large units of analysis making assessments of the effects of interventions on firms difficult to capture when looking at the impact on the business as a whole. Interdependence between the outcomes for economic agents.
- Multiple declared objectives which are hard to evaluate in combination.
- Time lags and long-run impact. The first may limit the usefulness of evaluation as a tool for policy development. The second refers to gains which are important in the long term but not easily quantified over the short-term.
- Context dependence refers to the idea that it may be hard to translate the results of one policy experiment to a different context.

It was further concluded that (p. 63) “while there are a few exceptions, there is a need for most OECD countries to increase the quantity and quality of industrial policy evaluation. Where appropriate, evaluators of industrial policies should make more use of evaluation tools used routinely in other spheres, including randomised control trials, quasi-experimental methods and well-grounded counterfactuals. For more complex industrial policy interventions, the challenges are greater. There may still be some scope for the use of experimental methods and for an iterative approach to evaluation, but there also needs to be realism about what can be achieved and about the difficulties of establishing counterfactuals and undertaking impact evaluations. Use of structured hypothesis testing, the intelligent use of carefully selected indicators and creative attempts to extrapolate from diverse sources of evidence might be the best that can be achieved.”

Some of the principles suggested as the basis of good practice industrial policy evaluation included the following (see p. 63-64):

1. Make explicit, at the highest possible level, the commitment to evaluation of industrial policy.
2. Consider mandating evaluations when public funding is provided.
3. Insist on the development of data and evaluation strategies as a pre-requisite for the commencement of programmes.
4. Choose the evaluation technique in the light of the size and nature of the programme concerned.

5. Evaluating industrial policy requires an eclectic approach mix of methods.¹

6. In the face of complexity, or when outcomes are uncertain, consider the approach of developmental evaluation.

7. Insist on full disclosure in evaluation reports.

8. Robust governance mechanisms are needed to ensure evaluation is objective and free of political influence.

9. Good mechanisms for policy learning are needed to ensure that the findings of evaluation feed back into future policy making.

Against this background, and in order to gain a picture of the context within which the stakeholders were operating in their home countries, a number of potential relevant and related questions were collected from the participants during the opening workshop in Brussels (see box below).

### Issues regarding evaluation of business R&I grant schemes raised during scoping workshop

**Organisation**
- Organisation of the Impact Assessment unit (resources, staff,...)
- Cooperation with external experts and internal staff
- Practical issues of (fixed) contracted, external evaluations

**Design of the instrument**
- Setting realistic goals?
- Improve/change outputs, inputs, behaviour?
- Grants or loans?
- Targeting or spreading the budget thinly?
- Societal impact?

**Evaluation process/method**
- Is there an intervention logic?
- Are unintended effects included in the design?
- Measure at firm level or project level?
- When to measure results (timing)?
- Scope for econometric evaluation?
- Qualitative methods to be used (integrated and systematic surveys; customer surveys; interviews, case studies, ...)?
- How to combine and integrate qualitative and quantitative analyses?

**Factors enhancing complexity**
- Systemic interventions ‘owned’ by multiple intervention ‘owners’?
- Attribution of impacts in the case of e.g. repeated grants, multi-goal systemic instruments and existing complementary instruments?

**Diffusion/ feedback**
- How to diffuse evaluation results into new or existing instruments?
- How to built-in policy learning?

¹ Here we cite the more detailed conclusion as they are very much in line with the observations made in this particular MLE, namely: "conclusion aptly described". At the level of industrial strategy, a mix of evaluation methods is likely to be needed – while state-of-the-art econometric methods may have their role in assessing components of the programme, but are less likely to be useful for the policy package as a whole. Tracking of macro or meso-level indicators, international benchmarking, subjective assessments via survey methods, narrative reporting, case studies and other techniques all have a role to play. More generally, there is merit in using a mix of methods and a need for triangulation across the results, which may sometimes conflict" (OECD, 2014, p. 64).
Communicating complex evaluation studies?

Following the discussions and a mapping exercise, the key issues emerged; they were then taken up during the two country seminars planned under this MLE. In Madrid, the focus was intended to be on qualitative issues while in Copenhagen, concrete examples on quantitative issues were to be discussed.

Organisation of the process

The process started with identifying the key issues, the participants wanted to learn about. Once these were identified and ‘boxed’ it was decided to organise the country visits as a sort of learning seminar. There were then two country learning seminars, one in Madrid, which was followed by one in Copenhagen.

The participating countries and the corresponding organisations were Spain (CDTI), Denmark (DASTI), Norway (Innovation Norway), Sweden (Vinnova), and Germany (VDI/VDE). Observer countries that joined for the opening workshop were Hungary, Turkey, Romania and Czech Republic. The Hungarian observer also joined the Madrid workshop. The group was chaired by Agneta Bladh and supported by the three experts Paul Cunningham, Pim den Hertog, and Viola Peter (rapporteur).

The country seminar

How was the country seminar organised and how were they run? What are typical topics for discussion and mutual learning?

The MLE came up with two broad topics – the trend of quantitative methodologies on the one hand, and the need for qualitative approaches on the other hand. These topics seemed to be fit for being the focus of one of the two planned country seminars each.

Once Spain and Copenhagen had volunteered to host the seminars, the participants went back home and discussed within their organisation, what would be useful to address and which external experts could be invited to provide an intervention. The MLE experts made also suggestions when appropriate.

The ideas were then discussed with the expert team by mail or phone and a draft agenda prepared. In the meantime, the country hosts spoke to potential external experts and invited them. The agenda was finalised once the interventions were fixed.

For both country seminars, the MLE participants, local invited experts as well as colleagues from the organisation spent either a few hours or the whole day to listen to the presentations and participate in lively discussions.

In particular the hands-on examples of evaluations, the difficulties the evaluators/researchers face and strategies to overcome these barriers were discussed. Examples of the topics included:

- obtaining the right sample or the right counterfactual group,
- introduction of sometimes very specific databases,
- general problems policy makers face such as
  - self-selection of participants,
  - the absence of a sound understanding of behavioural effects and
  - poor measurement of additionality or crowding out effects (in terms of multiple scheme participation).

While the problems seemed to be manifold, it was clear from the discussions that they are widely shared among the MLE participants. Since they are not shared evenly, the participants benefitted by gaining an understanding of how participants treat issues differently.

The learning seminars were attended by the MLE participants, EC colleagues, as well as internal and external experts – private sector as well as academics. The agendas of the seminars are annexed to this report.
A final workshop in Brussels in May was used to discuss the exercise and the outcomes.

2. **Synthesis of the Group’s Work**

While there were very clear and focused aspects dealing with issues on the evaluation of business R&D schemes, the discussion and identification of key issues suggested that a broader perspective is useful. Hence, where relevant or where contrasting examples were presented, the discussions ranged into the broader evaluation context and did not restrict itself to the narrower issue of R&D scheme evaluation. For reasons of clarity, we have not separated the following synthesis into two sets of issues, focusing on the narrow and the broader aspects of evaluation respectively but have dealt with them collectively. However, such a separation of issues has been attempted in the Executive Summary. Below we synthesize the group’s work under three headings i.e.: evaluation culture and infrastructure needed; diffusion of results and R&D schemes’ evaluations in the wider policy cycle.

2.1. **Evaluation culture and infrastructure needed**

Whether an evaluation takes place, its set up and role in policy making depends by and large on the existing evaluation culture within a country, ministry or other type of organisation respectively and also the tendency to use different approaches (based on existing resources – such as evaluation staff, in-house evaluation expertise or information/databases – both pre-existing or newly constructed). **Evaluation culture and the maturity of the evaluation process differ inherently between the participating countries.** At one end of the scale, evaluation systems form a well-integrated element of the policy cycle, with a clear division of labour in place and evidence of policy learning, with an understanding of the use (and its associated caveats) of the process of (ex post) evaluation. At the other end of the scale, evaluation is not yet a standard routine, nor is it well integrated into the policy cycle. Similarly, the required information infrastructures and budgets for the support of internal evaluation units and/or external evaluations are available to a limited degree only.

**Creating an evaluation culture or making evaluations compulsory?**

How could we increase the evaluation culture in the public administration and how to increase the innovation culture? How can legislation lead or help? While some participants were not in favour of imposing evaluations, the necessary change in mindsets is often impossible without factual pressure such as legislation. Pressure through accountability is needed otherwise ‘culture’ is very often used as an excuse for not doing evaluations. However, changing culture and mindsets is rather difficult in a more decentralised system compared to centralised ones.

Norway indicated that the country has a legal framework for evaluations (Financial Management Regulations for the government, Article 16.). In general there are few references to it since evaluations seem to be an integral part of the policy cycle. However, the legal obligation is a helpful backdrop.

A further caveat is that any ‘compulsory’ evaluation processes must be used for the true purpose of policy learning (with the appropriate feedback loops in place) and should not just become an administrative ‘tick box’ exercise: this would both waste personnel resources and fail to deliver useable policy lessons.

It is insufficient to impose evaluations but a country also needs evaluation experts which have the skills to learn and implement good programmes.
consulting or access to equipment.

**Evaluation Methodology** - Econometric analysis, random selection of grant recipients (= experimental model)

**Causal inference** - Since participants are non-randomly selected into the programme, simple comparison of participants and non-participants leads to a selection bias. In the 2009 selection round, a random allocation (‘lottery’) was used which was the basis of the evaluation.

**Data basis**: Data on lottery winners and losers was merged with financial data for the period 2007-2012, thus allowing for analysing pre-treatment and post-treatment effects.

What proved beneficial...

- Linking additional financial data;
- Analysis excluding selection basis

**Findings**: Funded participants are 20% more productive than non-funded ones; programme affects mainly micro-firms.


There is a high level of variation between the participating countries in the extent to which a division of labour exists between ministries, dedicated evaluation units within ministries, agencies, academia and consultants. In the relevant ministries of the more evaluation-prone countries, the role of dedicated evaluation units is relatively more important and there is a lower inclination (or need, possibly due to greater in-house resources for evaluation) to rely heavily on the use of external academic evaluators and consultants. However, the greater ‘professionalisation’ of ministerial evaluation agencies and units does not preclude the use of external evaluation agents, although it is often the case that government officials are better able to act in concert with the latter as ‘informed clients’.

Evaluation, as such, is thus organised mainly at organisational level. This can be a department within a ministry, a funding or evaluation body, etc. At this level, the organisation of the evaluation from its planning to implementation and diffusion of results seems to differ less than one might expect.

If we want to know about the purpose of the evaluations, ‘policy learning for future programme design’ and ‘policy learning for broader policy development’ are key aspects. Evaluations are often but not always a legal requirement and at least in the participating countries, they are rarely conducted for financial accountability reasons. Having an evaluation can, however, be an asset when it comes to inter-ministerial competition of resources: here, it is much harder to attract funding if there is no positive evidence of effects.

As mentioned, evaluations can be done in-house by the implementing organisation, externally by a third party, or a mix thereof. For monitoring purposes but also as a potential input to the ex-post evaluation, the implementing organisation tends to collect the required monitoring data – either from the application phase or during the implementation of the scheme. Monitoring tends to be done in-house while the ex-post evaluation is quite often executed in collaboration with academics or consultancies. The use of external consultants has at least two rationales:

- internal capacity is limited to do it all in-house,
- use of external bodies adds credibility and independence.

In a number of ex-post evaluations, the internal staff resources collaborate with the external evaluators. For example, the commissioned analyses are followed closely and the organisation offers analytical advice and comments. However, collaboration with external experts – whether they are from academia or consultancies - has its pros and cons as included in Table 1.
### Table 1 Pros and cons for external evaluations

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possibility to provide internal in-depth knowledge and understanding of the evaluated instrument</td>
<td>Less knowledge on thematic fields of funding</td>
</tr>
<tr>
<td>Proper exploitation of the available internal data</td>
<td>Less knowledge on programme administrative processes</td>
</tr>
<tr>
<td>Get access to expert forums and methodological knowhow.</td>
<td>Possible loss of internal competences</td>
</tr>
<tr>
<td>Independence</td>
<td>Requires substantial coordination or even control</td>
</tr>
<tr>
<td>Adds credibility</td>
<td>Additional costs</td>
</tr>
<tr>
<td>Frees internal resources</td>
<td>Requires informed customer within department</td>
</tr>
<tr>
<td>Adds a fresh perspective</td>
<td></td>
</tr>
</tbody>
</table>

One of the key questions of the ex-post evaluations of business R&D support schemes is how the evaluation questions are addressed. Do organisations prefer qualitative or quantitative evaluation approaches?

The building up of information infrastructures for evaluating R&D and innovation schemes is a demanding yet important task and a prerequisite for more quantitative evaluations. The participating countries are very different in this respect, which can be a consequence of historical factors quite unrelated to the level of evaluation culture. However, it was also concluded that a well-functioning scheme administration (perhaps including provisions for monitoring arrangements) can be a valuable feature. Having insight at firm level to the actual use of/participation in the various R&D and innovation schemes is also highly useful, especially if this type of data can be coupled to regular R&D, innovation and business statistics. Again the participating countries are very different in the degree to which these information infrastructures are in place and the ease with which these can be accessed and interrogated for evaluation purposes. In this respect, participants indicated that limited knowledge about sophisticated econometric analysis within the organisations is a reason why many evaluating agencies favour qualitative methods. The use of quantitative methods is however not only limited to capacity issues at organisational level; there are also a number of pragmatic reasons for the choices:

- **Size of the programme** - If a programme is very small (i.e., having only a few beneficiaries), then quantitative analysis does not make much sense. Whether or not to use quantitative approaches depends also on the period where the programme or scheme is in its programme 'life-cycle'. In an early phase it is often not feasible to use more quantitative approaches since much of the qualitative results data will not have emerged. Thus in earlier life-cycle phases the focus would be on qualitative and performance aspects (i.e. comparative uptake analysis, scheme administration, participant satisfaction). When it comes to impact studies, there is a drive to use quantitative analyses more often.

- **Evaluation goals.** A stronger focus on input-output-impact may more often use quantitative methodologies while a focus on behaviour and intermediate outcomes requires qualitative information (since the latter are 'soft' outcomes and effects). Nevertheless, the use of qualitative information may be able to provide clearer insights into the 'innovation journey'.

- **Type of programme.** Those programmes that aim at inducing behavioural changes in the participating entities require more qualitative approaches in order to be understood properly. While they may have a financial impact focus, the desire to achieve behavioural effects conditions the evaluation methodologies required.

Participants also mentioned specific constraints to the use of quantitative approaches, namely:

- limited data availability,
- strict confidentiality restrictions, and
- difficulties to identify appropriate control group(s).
A good and policy relevant evaluation needs to provide answers to 'why-questions', not only 'If-questions'. The former need to be almost entirely based on qualitative information. Quantitative data are necessary in order to estimate the importance or size of the intervention and are therefore equally necessary. In order to have an evaluation that could generate policy learning, a mix is almost always necessary. However, depending on the precise methodology, purely quantitative data may serve to identify broad effects from a (statistically) significant sub-sample which tends to mask the fact that a few outliers perform very well while a long tail of the sample perform sub-optimally.

### 2.2. Diffusion of evaluation results

In a study conducted for the European Commission, Cunningham and Gok (2010) identified the main issues that affect the degree to which evaluations provide usefulness and utility to policy makers. These primarily concern the information sought by the evaluation, namely on effectiveness of design, management, implementation and of the evaluation itself, achievement of objectives and the broader impacts of the instrument.

This set of issues is particularly relevant to evaluations of policy interventions that have, typically, been commissioned by those directly concerned with sponsoring or implementing the policy and thus have a narrow set of concerned stakeholders. However, it may be the case that the set of stakeholders will be much broader and, at a minimum will include other national government agencies, government sponsors (finance ministries, etc.), parliament, programme participants as well as potential participants, other interested parties (including policy academics and policymakers in other countries), and the broader public.

Each stakeholder group will have specific interests and needs concerning the outcome of any evaluation. Thus, funding agencies may wish to learn about the efficiency of the policy intervention to ensure that tax payers’ money is being used optimally, whilst higher level policy makers will be interested in the broader policy effects. Positive outcomes may be of interest to other potential participants who may be considering applying to the programme and there is a general accountability to the tax payer to justify the expenditure of public monies.

This varied set of stakeholder concerns will probably necessitate some tailoring of the evaluation outputs to the different needs of the evaluation audiences. However, if a logical framework or similar objectives hierarchy has been defined at a preliminary stage of the evaluation design, this can be used to distinguish between the various audience requirements since the policy objectives will reflect the information needs of the different stakeholders.

For these reasons, it can make sense to utilise a range of communication strategies for the different stakeholders concerned: not all stakeholders will be interested in receiving the full evaluation report (although all should be provided with access to it). Thus, it is suggested that specific parts of the report, relevant to the information requirements of different stakeholders, can be produced as stand-alone documents.

It should be noted that the study referred to was not able to determine any positive link between the dissemination of an evaluation and its overall utility. However, since evaluation is (or should be) primarily undertaken as a policy learning exercise, the more widely the results of an evaluation are shared, the greater the potential learning impact.

According to the MLE participants, evaluation results tend to be diffused. The participants stated that the results of evaluations tend to be made publicly available on the web. That does not mean that all reports as such are made public - sometimes there is a shorter ‘public’ version. The form of the report varies and may exist as ‘working papers’, ‘formal journal publication’, or the rather ‘raw’ report without any conclusions or recommendations. The results are often in the national language only, although an English abstract may frequently be provided. In some cases, the organisation publishes it on its own website or there may be specific evaluation portals.

Beside the general public, evaluation results are also diffused to other departments within the organisation or disseminated to policy makers. For funding schemes that are based on a specific parliamentary decision, the evaluation reports are submitted to parliament as well.

---

2 Norway for example has a portal with [http://evalueringsportalen.no](http://evalueringsportalen.no), Austria has one which also serves as repository of any evaluation with [www.fteval.at](http://www.fteval.at)
Results are also disseminated among potential recipients of R&D aids. Positive evaluation results, especially in the form of ‘success case studies’, are seen as an instrument for promoting further actions.

**Example 2 Evaluation of the ‘Win Nu’ programme (Sweden)**

**Programme**: Awards up to ~€32,000 to 24 new ventures annually. Recipient companies must have a proof of concept and be less than one year of age. Winning provides the companies with media attention, and financial resources while the subsidy works in a similar way to a certificate.

**Evaluation methodology**: Econometric study focusing on outcome additionality. Two groups were evaluated: selected ones and a control group of (final stage) non-selected ones. This approach overcame selection and endogeneity biases and thus resembled a randomized controlled experiment. Additional company (register) data was used. Ordinary least square (OLS) and propensity score matching were applied.

What proved beneficial...

- Available register data to link to survey data

**Findings**: Causal structure of subsidies influencing access to finance and human resources, additionality effect much higher than the small subsidy suggests. “The way the subsidy is designed, how attractive and competitive it is and how prestigious it is perceived is likely to be important for the extent to which it serves as a certification of the quality of new ventures” (p. 1510)


2.3. **R&D schemes’ evaluations in the wider policy cycle**

Participating countries show a considerable difference in the degree to which evaluations are a logical part of a regular policy cycle (and hence the degree to which policy learning is institutionalized and the results of evaluations fed back to the policy process). This is linked not only to the formal obligation to evaluate (which can sometimes be counterproductive – see above), but also the way in which the results are communicated to policy-makers, parliament and the wider public. Here there is much scope for mutual learning among the participating countries.

Policy-makers and experts are looking for intelligent combinations or **mixes of more qualitative and quantitative approaches to evaluation**. There is a drive across all countries to seek evidence on the economic effectiveness and impact of schemes, often led by demands for financial stringency. This has placed an emphasis on the use of quantitative measures, particularly those employing econometric approaches. Such approaches can be greatly assisted by the presence of extensive data-infrastructures (including provisions for safeguarding privacy), hence in countries that have access to these assets, there is a greater inclination to strive for the development of increasingly sophisticated econometric analyses to use in evaluations. However, the mere presence of data infrastructures may not necessarily be structured in such a way, or contain appropriate data formats, that makes them accessible to quantitative approaches. Frequently, proxy data may be used or the information may require extensive cleaning. As in bibliometric data, the original purpose for which the data is collected (to bring it into the wider research domain for the elucidation of other researchers) may not be directly appropriate to the purposes for which it is used in evaluations. This can also introduce unintended and perverse practices into the production and collection of data. In addition, in these countries there is a recognition that opening up the ‘black box’ of R&D and innovation in firms is a necessary goal in order to really understand how firms benefit from R&D and innovation schemes (and mixes thereof) and how this may affect firm behaviour and thereby to contribute to improved policy learning. The notion of the 'innovation journey’ which traces the path of a firm between various innovation stages, knowledge and funding sources was repeatedly raised at the Workshops as a cautionary note.

When asked how do evaluations feed back into the actual policy design of the existing and possibly new R&D grant schemes and so induce learning, it seems that there is quite a gap and much room for improvement.

There is the view that an evaluation has to be designed for such a purpose, and thus, it needs to start with future-oriented policy questions (i.e. a clear statement of the policy’s original intended rationale which prompted its introduction) and to be integrated in real policy processes. Such rationales do not merely reflect the purpose for which a policy measure has been introduced, but also the context within which it was launched and the barriers or problems that it was foreseen that it would overcome or address. Such background contexts are also highly likely to shift within complex innovation ecosystems and hence the original rationale should also be revisited through subsequent evaluations. Timing and the involvement of policy-makers is critical for future decision-making. Dialogue and interaction along and after evaluation is important.

However, so far, many evaluations are performed for specific units within ministries which use the results for improving their work. But spreading the knowledge gained within agencies and ministries or beyond, seems to require rules and formal channels through which this information and knowledge could reach out to policy-makers. Clearly, there is a need to strengthen the strategic use of evaluations.

Transparency can be quite beneficial: for example, in cases where programme designers and policy developers are involved as observers in the evaluation process and they are able to obtain the (publicly available) evaluation results. This transparency provides a degree of external pressure to address negative results and to modify the programme or by making failure part of the learning process in a non-stigmatistic fashion. However, in a well-functioning policy cycle process, there should be optimal feedback loops between the programme designers, those administrating or implementing the programme and those responsible for coordinating the evaluation, in order to facilitate policy learning.

**Example 3 - Innovation incubators (IM) programme (Denmark)**

**Programme** – IMs provide loans and equity finance to new firms in high-tech industries. Between 1998 and 2014 about 1.000 firms were supported with ~€250m (~€250.000 on average per firm).

**Prior evaluation**: The programme was evaluated externally twice previously with slightly contrasting results: i.e. from the one evaluation: “No detectable indications of positive effects” while the second concluded that “if one compares the financial returns since 2008 with the public capital invested, the ROI is 1:5.”

**Caveats**: Data availability, reliability, and bias (companies may simply restart existing business, many IM supported companies are missing from the business register, others may have gone bankrupt before they get evaluated, presence of outliers…). Leakage of 20-30% of firms from the database. Descriptive results provide numbers but no assessment – hence a need for a benchmark or counterfactual.

**Evaluation – variables**: Survival rates, performance variables (employment, turnover, value added, annual earnings). Use of multivariate regression does not show significant differences to non-treated firms.

**Conclusions**: Low survival rate of participating firms and large heterogeneity in outcomes requires some sort of rethink of the link between programme design and the programme’s potential measurable growth effects.

**Effect on policy making**: Not established.

**Source**: Evaluation available (in Danish): http://ufm.dk/publikationer/2015/econometric-analysis-of-the-danish-innovation-incubator-programme

### 2.4. Challenges evaluating R&D schemes

What are likely challenges the evaluating organisations are facing? For the final workshop in Brussels, participating countries were asked to indicate what type of issues they saw as most pressing in relation to evaluation of R&D-schemes. This is not a full-fledged large scale survey, but it provides indications what the participants in this mutual learning exercise envisage as important or less important.
As can be seen from the synthesised responses presented in Table 2, there was a high degree of consensus on the relative importance of the various types of challenges encountered. Especially the five challenges listed first, were seen by the participants as very important or important challenges.

While starting from the rationale for a scheme should be a given for evaluators, many schemes are not clear about their rationale. This makes it difficult for evaluators since the precise goals and framing of the scheme needs to be reconstructed (i.e. using a logical framework). Having a clear understanding of the rationale at the beginning of an evaluation helps in deriving a high quality evaluation. It was also pointed out that apparently, there still is a considerable need to improve the link between feeding back evaluation results into the policy-cycle. Here participants saw a clear responsibility of policy-makers and politicians to make sure these two are firmly linked. Policy-makers should use the programme logic charts to demonstrate the bigger picture of the policy cycle rather than using some instant numerical result (such as return on investment and leveraging) for their messages.

The participants also expressed, yet again, the need to better understand why policies work rather than simply measuring their effects. This can be seen as a plea to open up the black box of many schemes by talking to beneficiaries and to obtain a detailed understanding of how they use it, how it affects their R&D and innovation behaviour, and choices made (earlier referred to as to better understand the ‘innovation journey’ of firms and their use of schemes).

Participants also considered the use of a mix of evaluation methods as highly important. Although there are still several adherents to either pure quantitative methodologies (mainly based on econometric modelling) or pure qualitative evaluation approaches, most respondents welcome a sensible combinational use.

Another important challenge is how to deal with the complexity of programme logics and multiple goals, which often require sophisticated sets of evaluation methodologies. This is seemingly a challenge linking to the need to involve external, specialised experts and the need for linking various data sources.

One can conclude that most participants share the view that evaluations of policy mixes need to be analysed more thoroughly. There are complex programmes as well as co-existing schemes with a greater variety of participants and/or different objectives but a meta-analysis and thus overview of how the various schemes relate to each other is by and large missing. For evidence-based policy-making systemic evaluations, looking at the integrated set of policies and support schemes in a given innovation system are needed as in reality, these schemes rarely exist in isolation.

Several aspects were much less uniformly ranked in terms of their importance. This may be due to the rather different roles, aims, expectations, etc. within each organisation as well as vis-à-vis outside stakeholders. For example, if one is not required to communicate with policy-makers or politicians, there may not be a need to balance detail and sophistication. The question of in-house versus external evaluations and the evaluation of generic versus more targeted R&D grant schemes did not appear to be regarded as major challenges either. Slightly surprisingly, there was a mixed view on the persistence of effects. This topic was discussed during the country seminars and it was referred to two kinds of persisting effects, namely those impacting directly on the performance of the firm and those that influence the longer-term policy ‘behaviour’ of the firm. Acknowledged as being a black box to programme designers as much as to evaluators, the lack of a clear understanding of firm rationale and firm behaviour – do firms apply for the same type of scheme over, do they apply to a variety and growing number of support schemes, or do they move along a chain of programmes? - prevails. This ‘shifting’ or ‘stapling’ behaviour is to our understanding hardly assessed yet. Insights into the combined use of (various) schemes over time is needed for sound programme development and better policy-making.
Table 2 View on relative importance of various challenges re the evaluation of R&D schemes

<table>
<thead>
<tr>
<th>Challenge and its importance</th>
<th>Very Important</th>
<th>Important</th>
<th>Neutral</th>
<th>Minor importance</th>
<th>Not important</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framing the rationale of the scheme (e.g. through the use of Programme Intervention Logic Diagrams, or related approaches)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximising the input to policy learning (needed to help in better policy designs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Better understanding why policies work rather than simply measuring their effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined use of various evaluation methodologies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement of behavioural effects induced by scheme participation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increasingly sophisticated evaluation methodologies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How to evaluate schemes with multiple goals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Balancing detail and sophistication versus the need to communicate with policy-makers, politicians, etc.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluation of policy mixes (could be all R&amp;D grant schemes together or broader ranges of support)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Balancing internal requirements for the evaluation versus influencing the view of external parties (e.g. Treasury)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Importance of investing in ways to better communicate the results of complex analysis to a wider audience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persistence of effects: optimal length of participation in scheme (temporary use or permanent use)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of big data in the evaluation of R&amp;D grant schemes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluation of generic vs more targeted R&amp;D grant schemes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-house versus external evaluations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Example 4 - Measuring the economic impact of research joint ventures supported by the EU Framework Programme (Spain)

**Aim:** Analysing research joint ventures (RJV) supported by the EU R&D Framework Programme (FP) and their impact on the labour productivity of private participants

**Evaluation methodology:** Based on the following structural model: (i) firms decide whether or not to apply for a FP cooperation project; (ii) the proposal is awarded or rejected by the European Commission; (iii) the innovation activities involved in the cooperative R&D project succeed through the generation of new knowledge (represented by intangibles); (iv) the addition of this new knowledge to the production process results in productivity growth. The self-selection bias exists and the impact equation has been estimated by alternatively using the predicted and the observed probability of being granted. The CDTI-PM database includes information about all the proposals, eventually granted or not, in which at least one Spanish firm participated between 1995 and 2005. This information has been complemented with the SABI database that contains the company accounts of more than 1,000,000 Spanish firms.
What proved beneficial...  
- Available data coming from complementary sources: administrative and economic performance databases.
- Collaboration between innovation agencies and university experts.

What proved challenging...  
- R&D performance is not available in commercial databases coming from accounting sources.
- Access to micro data on innovation.
- Methodologies to avoid self-selection bias.

**Findings:** FP cooperation increases the ratio of intangible fixed assets by employee and also positively affects labour productivity. These effects come out stronger in high-tech manufacturing and services. Medium-tech manufacturing firms have a higher potential to generate technological outputs. This result supports an indirect effect of participating in the FP on firms’ performance, captured throughout labour productivity.

**Source:**

### 2.5. Methodological aspects

While the evaluation of R&D schemes needs to be set in a broader context as we have summarised above, the MLE dealt with a number of hands-on problems that some evaluating bodies are facing. Other evaluation bodies manage these problems but may be confronted with other issues.

**Requirements & limitations of advanced econometric types of analysis**

In this MLE, the trend towards more quantitative/econometric type of analysis was discussed extensively in both the Madrid and Copenhagen workshops. In the Madrid workshop Professor Bart Verspagen (UNU-MERIT) discussed the econometric evaluation of R&D incentive schemes and in particular the Dutch Innovation box that was evaluated in 2015 (see den Hertog et al, 2015). The following messages deserve highlighting:

- This type of evaluations benefit considerably from high quality administrative data that can also be coupled to micro-level firm statistics;
- Finding the right control groups is key and at the same time, limited data availability can limit analytical options. Especially in smaller countries the number of firms operating in a given sector may be too small for these types of analyses;
- There is a considerable discussion among scholars on the “how” of econometric analysis and there are many decisions to be made before an evaluation design is ready. Scholars make different methodological choices thus reducing the possibilities for comparing individual evaluation results;
- There are only a few schemes where high quality data are available in abundance, data availability differs considerably among countries;
- Working procedures regarding access to data and confidentially rules are far from being solved everywhere;
- The communication of econometric results is a challenge: typically only the results in terms of additionality are communicated but rarely the assumptions and choices made;
- A development towards mixed approaches i.e. using quantitative and qualitative methods is preferable.

Both the Madrid and Copenhagen seminars included presentations building on econometric analyses of particular policy schemes (or even policy experiments in the form of a randomized natural experiment). This type of work is increasingly published and extending econometric type of analyzing on R&D schemes which to date is biased toward R&D tax credit schemes (see e.g. Huergo et al.; Barajas et al., DASTI (2014), Christensen et al. 2016)

One of the main factors that seem to distinguish interventions addressing private sector companies from those aimed at the public sector is a lack of information about the benefitting companies and measuring the impact of the intervention - unless of course, as noted above, the country has access to extensive and well-structured data infrastructures which are suitable for the application of quantitative approaches. During recent years, micro-economic counterfactual impact evaluations
gained a wide acceptance for assessing the impacts of treated vs. non-treated firms. Standard practice is the use of econometric methods such as regressions or matching techniques. Much less standard yet are randomised control trials or natural experiments. These econometric methods need to take a number of factors into account, in particular the fact that firms select themselves into programmes: they decide to apply or not. Another important aspect is that many programme owners want to pick winners – there is therefore a selection bias. This needs to be taken into account for establishing a correct control group for providing answers on typical questions such as job creation, innovation investments and activities.

Additionality effects can equally be addressed; for input additionality, the literatures as well as plenty of evaluations have dealt with these issues and it seems a reasonably straightforward analysis is provided. The Community Innovation Survey (CIS) as well as other innovation and R&D surveys can be stated as examples for readily accessible data sources for analysis. When it comes to output additionality, the design of the econometric analysis becomes more complex and the evaluators need to address data characteristics in conjunction with the evaluation questions addressing additionality. The effects of the use of various or multiple instruments (policy mix) can to some extent be addressed through matching techniques, again, always under the premise of available data, they can answer a number of questions by comparing the treated with the control group firms and explain additionality effects for the (non-) participation of one or more programmes but also conceivable crowding out effects due to multiple treatments etc. (Czarnitzki/Debackere 2016). While there may be some examples, the majority of evaluations cannot address these factors precisely due to the lack of available comparative data.

While individual methodologies were discussed in greater detail during the country visits, we refer to existing toolboxes (see Annex) for the discussion of various methods and approaches. As noted in the introduction, it was not the purpose of the MLE nor of this report to provide a broad ranging prescriptive set of evaluation practices or guidelines. These exist elsewhere and require careful consideration of the specific country context prior to their adoption. Annex A Figure 1 gives an idea about the complex decision-making process about the right tool for a given dataset - based on essential objectives of the analysis.

While the econometric modelling gained in use in evaluations, its practical value to policy makers may be somewhat limited - the insights the modelling conveys may only be partially relevant and many questions remain unanswered. While there is still room to improve the econometric modelling (see Annex A, Figure 2 - the modified Maryland Scientific Methods Scale (SMS)), the participants in this MLE openly expressed a preference for a mixed-methods approach which uses quantitative and qualitative techniques.

**Example - 5 System evaluation of KMU Innovativ (Germany)**

**Programme:** As part of the Hightech-strategy, the programme aims to leverage participation of innovative SMEs in specific thematic project based funding. Beside the actual funding, it includes several tools to help SMEs to apply. On average a funded SME received 110.00€ per year, about 20% of its total annual R&D expenditure. The evaluation covered the first 3.5 years of the programme (2007-2010).

**Evaluation goal:** The system evaluation aimed to provide a holistic view on adequacy, goal attainment, effectiveness, efficiency of implementation and positioning within the public R&D funding landscape.

**Evaluation methodology:** Mix of qualitative and quantitative means for each of the main aspects: a benchmark was established, interviews, document analysis, analysis of application data was used for the implementation analysis while goal attainment was analysed using a comparison to a sample of innovative SMEs; effectiveness used a control group approach. A survey of applicants was performed. The information was coupled with existing company databases and panel data owned by the service providers.

<table>
<thead>
<tr>
<th>What proved beneficial...</th>
<th>What proved difficult...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available, private company databases incl. panel data to link to survey data; Mix of qualitative and quantitative methods</td>
<td>Classification of SME as such</td>
</tr>
<tr>
<td></td>
<td>Necessity to merge different data bases</td>
</tr>
<tr>
<td></td>
<td>Quality of data in databases of different funding agencies</td>
</tr>
<tr>
<td></td>
<td>Comparison of different funding schemes within one technology field due to non-existing common thematic classification</td>
</tr>
</tbody>
</table>
### Findings

Even during the financial crisis 2008/2009, each euro spent leveraged 1.5€ of private investment of the participants. In total, the programme leverages the annual R&D investments of SMEs by 30% leading to an increase of R&D intensity from 21% to 27% during the funding. Control group companies who received funding elsewhere obtained similar results.


### 3. A Self-assessment of the Process

- The MLE brought together five countries which were willing to participate in the exercise and a small number of observer countries which participated in the opening workshop. In the view of the participants, the **number of participating countries would seem to be ideally in the range of four and eight**. While the group recognized that the challenges were probably shared by more countries and thus more countries could benefit from the exchange, the group size should not be too large in order to enable an open, mutually trustful atmosphere and which could maintain focus and momentum throughout the entire series of workshops. The element of ‘buy-in’ among all the participants was an essential ingredient.

- This MLE started with a **kick-off workshop** in Brussels open to participating and associate countries and for which the experts had prepared interventions intended to highlight a number of the key issues and some of the state of the art concerning the evaluation of R&D support schemes targeted at companies. The workshop was followed by **two consecutive one day country seminars** (within ten days at the end of April, early May), and a final workshop (May 2016). In retrospect, to several participants, the **speed and intensity of the meetings** was very high and a slightly slower pace would have benefitted the organisation of the country seminars, allowing more space and time to reflect on the outcomes of the workshops and to highlight specific problems, issues and challenges of interest.

- In terms of **formal and informal outputs**, several contributions have been prepared by the host countries for the seminars. These presentations were provided either by external experts invited by the hosts or by the hosts themselves. In the latter case, the hosts (and MLE participants) often explained how evaluations are planned and executed by their organization. Invited experts then provided more insights on specific evaluations of business schemes. The different presentations and following discussions captured a large number of methodological challenges.

  The experts to this group aimed to provide ideas and insights with their interventions – written and oral – which were equally integral parts of the meetings and this final report.

  In addition to the country seminars, it was felt that a general survey of the participants should be taken to gain an oversight of the different evaluation contexts pertaining in each of the participating country. These insights were provided in a structured form, which fed into this final report and which was also disseminated amongst the participants, thereby allowing them to identify those issues that were shared, or which had already been addressed by others.

- The schedule of this MLE – in particular the time between the two country seminars was set too narrowly. It was felt by the participants that a gap of two to three weeks between the seminars (in Madrid and Copenhagen) would have allowed a better alignment of the content of the seminars.

**What can be improved**

This MLE started on the basis of a rather pre-defined subject matter. However, the kick-off meeting in Brussels had to deal with the difficulty in pinpointing the scope of the whole exercise. For the participants, the absence of advance, ‘background’ information, which set out the framework of challenges and issues with which the participants could align themselves, was missing. Thus, there is a need for **careful focus and greater clarity on the specific topic or focus and of the roles and expectations of the various participants** (Commission, experts, facilitator, country participants).

More time in between the country visits were expected to be more helpful. The limited time between the two country visits proved to be a slightly weak point. While certainly the memory...
about the past workshop is fresh, the organisers would have preferred to take into account the discussions and the results of the first seminar in planning the second. In this MLE, both seminars were planned in parallel and even if they were intended to be different in scope, there were similarities that could have been avoided with a greater time span in-between. This can be rectified by allowing more time for country hosts to prepare for workshops and for all participants to reflect on their expectations from the meetings and what they can also bring to the table.

The host countries feel a limited scope to learn when they host and organise the seminars. Thus, more than two country seminars would be welcome. A common structured format for a country visit/workshop could be addressed for future MLEs.

**What proved beneficial**

The participants were positive about the learning process they went through, acknowledging a high level of ‘buy-in’. Their active participation was key for assuring the efficient information exchange and all participants invested considerable efforts in the MLE. It was also felt that the choice of participants was appropriate as these were the actual participants that would benefit directly from increased mutual learning. The country visits in particular were identified as exercises that were really helpful in learning from other practices and reflecting on one’s own practices. During the country visits and various workshops new ‘challenges’ were identified during the MLE. These can possibly be followed-up in the next cycle of this MLE (opening up to new countries as well).

**Future of this particular MLE**

Possibly the best indication of the usefulness of this MLE is the willingness of the participating countries to extend this small learning community and the idea to possibly involve each other during actual evaluations to encourage exchange and learning on the job (peer/sparring on individual evaluations). The participating countries have expressed a willingness to remain as a group beyond this current setting.

**BENCHLEARNING AND NEXT PRACTICES IN EVALUATION**

Sweden proposed to exploit further the concept of bench-learning. Going to a country is more time consuming than just reading a paper but it is very useful since one can learn things. Organisations in advanced countries have a better chance for learning – thus visiting other countries offers a good opportunity to learn and to implement the learning in the home organisation. An evaluation report can only present the process and outcome of the evaluation i.e. what happened but rarely explains why things happened or didn’t happen. Denmark added that context and country specific aspects are key factors for learning opportunities. In addition, only by talking with the policymakers responsible for the evaluation or for commissioning it, does a real picture emerge as to why the evaluation took the shape and form that it did, what prompted the decision to use certain approaches and methodologies, what were the anticipated impacts of the evaluation, etc.?

Norway suggested to start discussion on upcoming developments in the practice of evaluations and suggested another workshop in Oslo.

**4. Conclusions**

The MLE participants recognized that despite being in different countries, many of the challenges are shared. Thus, several of the topics that were presented and discussed have direct relevance in relation to analyses others are doing. One can for example see that the absorptive capacity for political learning is generally underdeveloped in most countries and in this respect, national challenges are similar.

What countries will ‘take with them’ is taking into account the mix between “hard impact data/results” and “soft impact/process related impacts”. The relevance and complementarity of qualitative and quantitative methodologies have clearly been acknowledged. Qualitative methodologies should be applied (such as interviews) since they have an explanatory power that quantitative methodologies lack.

A relevant aspect that will equally impact the day to day work is a more holistic view on the policy cycle, starting with an assessment of the rationale for the policy intervention (i.e. the purpose for which it is being created), programme design, implementation, monitoring to measuring impact. It is certainly challenging to come from ‘simple’ evaluation and impact analysis to policy and policy
learning. Evaluations should be a strategic issue at the policy level: the use of evaluation as a 'bolt-on' afterthought completely undermines its value as a policy learning mechanism.

Behavioural effects are somewhat less well analysed and the holistic approach can help understanding firm participation behaviour and identify changes in the innovation behaviour of companies. In this context, it is also useful to address the effects of simultaneous multiple participation in schemes. Thus, it is important not just to understand what firms get from their participation in policy support instruments, but also what they expect to gain, their motivations for participating and how such participation influences their subsequent behaviour.

A more forward-looking suggestion is that future MLEs would benefit from developing a format for "bench learning" (i.e. direct experiencing the full policy-cycle analysis in country visits) exercises and subsequent codification of lessons.
Figure 1  Decision tree for statistical tools and techniques

Five Questions for Selecting a Statistical Method

1. How many variables do you have—just one, more than one, or way too many?
2. What is your statistical objective—describe, identify/classify, compare/test, predict, or explain?
3. What scales of measurement do the variables use?
4. Are there dependent and independent variables?
5. Are the samples auto-correlated by treatment (ID), 2D, or time/sequence (ID)?

Source: https://statswithcats.wordpress.com/2010/08/27/the-right-tool-for-the-job/
Figure 2  Modified Maryland Scientific Methods Scale (SMS)

- Research designs that involve explicit randomisation into treatment and control groups, with Randomised Control Trials (RCTs)
- Extensive evidence provided on comparability of treatment and control groups, showing no significant differences in terms of levels or trends
- Control variables may be used to adjust for treatment and control group differences, but adjustment should not have a large impact on the main results
- There should be limited or, ideally, no occurrence of ‘contamination’ of the control group with the treatment

Level 4

- Quasi-randomness in treatment is exploited, so that it can be credibly held that treatment and control groups differ only in their exposure to the random allocation of treatment.
- This often entails the use of an instrument or discontinuity in treatment, the suitability of which should be adequately demonstrated and defended

Level 3

- Comparison of outcomes in treated group after an intervention, with outcomes in the treated group before the intervention, and a comparison group used to provide a counterfactual (e.g. difference in difference).
- Evidence presented on comparability of treatment and control groups.
- Techniques such as regression and propensity score matching may be used to adjust for difference between treated and untreated groups.
- There are likely to be important unobserved differences remaining.

Level 2

- Use of adequate control variables and either (a) a cross-sectional comparison of treated groups with untreated groups using control variables or matching techniques to account for cross-sectional differences between treated and controls groups, or (b) a before-and-after comparison of treated group, without an untreated comparison group. Control variables are used to account for before-and-after changes in macro level factors.

Level 1

- Either (a) a cross-sectional comparison of treated groups with untreated groups, or (b) a before-and-after comparison of treated group, without an untreated comparison group.
- No use of control variables in statistical analysis to adjust for differences between treated and untreated groups or periods.

Note: The modified SMS is used as a to screen evaluations on their level of robustness. According to Czarnitzki and Debackere (2016), current standard practice is level 3. Source: adapted from: [http://www.whatworksgrowth.org/resources/the-scientific-maryland-scale/](http://www.whatworksgrowth.org/resources/the-scientific-maryland-scale/)

Terminology used in the discussed evaluations

Crepon-Duguet-Mairesse (CDM). A structural model which uses simultaneous equation models, allowing to measure input and output additionality effects of treated units.

Matching is a statistical technique used to evaluate the effect of a treatment by comparing the treated and the non-treated units in an observational study or quasi-experiment (i.e. when the treatment is not randomly assigned). The goal is to find for every treated unit one (or more) non-treated unit(s) with similar observable characteristics against whom the effect of the treatment can be assessed.

Ordinary least squares (OLS) is a method for estimating the unknown parameters in a linear regression model.

Propensity score matching (PSM) is a statistical matching technique which attempts to reduce the bias due to confounding variables.
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## How to benefit from evaluating R&D grants/schemes I: strategic approaches and challenges related to data management.

### The example of Spain

**Date:** 26 April 2016  
**Place:** CDTi, Calle Cid, 4, 28001 Madrid

### Draft agenda

<table>
<thead>
<tr>
<th>Timing</th>
<th>Sessions</th>
<th>Item by host</th>
<th>Q to be addressed</th>
</tr>
</thead>
</table>
| **9.15 – 9:30** | Welcome by Host (TBC) and Chair A. Bladh  
Tour de table                | Introduction session              |                                                                                 |
| **9:30-13:00** |                                                                                       | **MORNING SESSION**              |                                                                                 |
| **9:30-10:30** | Evaluation as a strategic issue                                                  |                                   | • How to design a complete evaluation strategy: the case of the CDTI.            |
|              |                                                                          |                                   | • Spain will present the Evaluation Strategy of the CDTI: objectives, conceptual |
|              |                                                                          |                                   |   framework, actions, resources and timing.                                       |
|              |                                                                          |                                   | • Speaker: CDTI representative and other participants                            |
|              |                                                                          |                                   | • Other participants may share their strategic approaches and how the evaluation |
|              |                                                                          |                                   |   tasks are internalized in their organizations. Similarities and differences    |
|              |                                                                          |                                   |   between countries could be discussed.                                          |
| **10:30-11:00** |                                                                                       | **Coffee Break**                 |                                                                                 |
| **11:00-11:45** | Monitoring – an important tool for evaluations.                           |                                   | • The case of the results monitoring system implemented by the CDTI.             |
|              |                                                                             |                                   | • Speaker: CDTI representative                                                    |
| **11:45-13:15** | Why econometrics?                                                           |                                   | • When is the use of econometric methods for evaluations of R&D schemes recommended and when not? (requirements both in terms of data, capabilities, costs) |
|              |                                                                             |                                   | • What are the type of results that no other method can provide?                 |
|              |                                                                             |                                   | • What are the major difficulties encountered using econometric methods?         |
| **13:15-14:15** |                                                                                       | **Lunch Break**                  |                                                                                 |
| **14:15-16:30** |                                                                                       | **AFTERNOON SESSION**           |                                                                                 |
| **14:15-15:00** | Methodological challenges: How to manage and disentangle the joint effect of different aid schemes? | Lourdes Moreno, UCM            | • Which difficulties are faced when we try to measure joint effects of different programmes? |
|              |                                                                             |                                   | • Lourdes Moreno will focus on three types of instruments: the programme of low-interest loans provided by the CDTI, the national scheme of R&D subsidies; and the European system of R&D grants. |
| **15:00-15:15** |                                                                                       | **Coffee Break**                |                                                                                 |
| **15:15-**     | The international                                                           | Elena Huergo, UCM               | • Which lessons could be                                                                 |
|
16:00 - 16:30 10 ways to spoil an evaluation
- Pim den Hertog

16:30 - 16:45 Wrap up
- A. Bladh

Agenda 3rd May 2016 Copenhagen seminar
Venue: Danish Agency for Science Technology and Innovation, Bredgade 40, 1260 Copenhagen – Meeting room 24

<table>
<thead>
<tr>
<th>Timing</th>
<th>Sessions</th>
<th>Item by host</th>
<th>Q to be addressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.15 – 9:30</td>
<td>Welcome by Host (Director, Andreas Graversen)</td>
<td>Welcome</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Chair A. Bladh) and Host</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tour de table</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9:30-10.00</td>
<td>MORNING SESSION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9:30-10.00</td>
<td>Strategic approach towards choice of</td>
<td>• Short introductory presentation by Thomas</td>
<td>• We should be careful avoiding to much overlap with the discussion in Madrid on “Why Econometrics”, but participants are invited to provide their views on the right balance between quantitative and qualitative approaches and the reasoning behind.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>evaluation framework</td>
<td>Blomgren-Hansen on Danish choice of evaluation.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Why Denmark is primarily focused on quantitative evaluations. Strategic considerations?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Discussion in the group of the approach</td>
</tr>
<tr>
<td>10:00-10:45</td>
<td>Introduction to the Danish R&amp;D data</td>
<td>Presentation by Henrik Barslund</td>
<td>Mainly and informative session describing the Danish set-up. Participants are very welcome to ask questions on the set-up etc. Possible issues to address in the discussion:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>infrastructure</td>
<td>Fosse and Hanne Frosch, DASTI, of:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• The InnovationDanmark database collecting</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>information on participation in all our</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>innovation programs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Research Access to micro level register data</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>in Statistics Denmark</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Constructing/collecting new types of data</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Development of new data (budget and trade data)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Loss of data – addressing the challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>concerning loss of data during data wash or</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>set up</td>
</tr>
<tr>
<td>10:45-11:00</td>
<td>Coffee Break</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11:00-11:45</td>
<td>Challenges concerning the size of the impact</td>
<td>Introductory presentation by Associate Professor,</td>
<td>This session will focus on positive results and possible catalyzing effects. What can explain effects? This could lead to a discussion on:</td>
</tr>
<tr>
<td></td>
<td>relatively to the R&amp;D grant based on a RCT</td>
<td>Cedric Schneider, CBS (Confirmed)</td>
<td>• R&amp;D behavioural additionality?</td>
</tr>
<tr>
<td></td>
<td>analysis</td>
<td>Case: RCT Analysis of the Innovation Voucher</td>
<td>• R&amp;D input additionality?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Program where results are very positive. Article has just been submitted for peer review. Article can be circulated in advance.</td>
<td>• Catalyzing effects?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Discussion on plausibility of positive results</td>
<td>Article can be circulated in advance. Diskussion on plausibility of positive results and possible catalyzing effects. What can explain effects?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>and possible catalyzing effects. What can</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>explain effects?</td>
<td></td>
</tr>
<tr>
<td>11:45-</td>
<td>Challenges</td>
<td>Introductory presentation by</td>
<td>Based on the introduction the</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>Description</td>
<td>Details</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>12:30</td>
<td>concerning reference group and outliers (big wins) – Alternative evaluation set-ups.</td>
<td>external expert, Consultant, PhD, Johan Kuhn (Confirmed)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Learning exercise based on the evaluation of the Impact of Danish Innovation Incubators where some results are fairly challenging</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>discussion in this first part on session can focus on:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Treatment of outliers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Challenges with reference group</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Participants are invited to provide examples on how they have treated these issues</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The Danish evaluation (in English) will be sent to participants prior to the meeting</td>
<td></td>
</tr>
<tr>
<td>12:30 – 13:15</td>
<td>Lunch Break</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13:15-16:30</td>
<td>AFTERNOON SESSION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13:15-14:15</td>
<td>Continued: Challenges concerning reference group and outliers (big wins) – Alternative evaluation set-ups.</td>
<td>Learning exercise based on the evaluation of the Impact of Danish Innovation Incubators where some results are fairly challenging</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Active involvement of participants.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>In the second part of the session each participant is asked to provide a 5-8 minutes presentation on how they would approach an evaluation of this scheme in their own country? I.e. a presentation of a sketch (quantitative or qualitative) evaluation design of a seed/preseed program based on their own experience/methods/data availability from their own organization</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The Danish evaluation (in English) will be sent to participants prior to the meeting</td>
<td></td>
</tr>
<tr>
<td>13:15-15:00</td>
<td>Challenges concerning multiple participation</td>
<td>Introductory presentation by Moira Daly, CEBR (TBC) or alternatively Henrik B. Fosse from DASTI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Case based on not yet published analysis (CEBR 2016) on multiple participation in R&amp;D programs</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Discussion on alternative approaches – different effects and different methodological approaches</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Needed information to carry out evaluation of multiple participation in one or more R&amp;D programs Draft analysis can be forwarded to participantsDiscussion based on the presentation, which could address:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• How to approach analysis of multiple participation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Expected effects of multiple participation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Something on attribution if firms combine various R&amp;D schemes?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Treatment of timing issues</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Alternative approaches to evaluation of multiple participation</td>
<td></td>
</tr>
<tr>
<td>15:00-15:15</td>
<td>Coffee Break</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15:15-16:15</td>
<td>Use of evaluation – how are they used in policy development and program designs?</td>
<td>Invited experts from the department on innovation policy, Nicolai Zarganis (Confirmed) and the Danish Innovation Fund Michael Philip Poulsen (Confirmed) will explain how they use evaluations in their policy development and program designs. Q&amp;A plus discussion on how evaluations are used in other countries</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wrap up discussion based on the seminars in Madrid and Copenhagen. The main discussion question is how evaluation results are used in development of policies and program design. Sub-issues which could be addressed in the discussion are:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• What types of evaluations Are most relevant in policy and program development?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• What do we learn from econometric type of evaluation for the actual design of schemes?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• What do we learn from qualitative type of evaluation for the actual design of schemes?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• What do we learn from evaluations about how the scheme affects innovation</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>Session</td>
<td>Topic</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>-----------------------</td>
<td>----------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>16:15 - 16:30</td>
<td>Final session</td>
<td>· Wrap-up by Agneta Bladh</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>decision-making &amp; innovation behaviour in the firm</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>· Can results be used in a wider macroeconomic perspective - effects on productivity, exports, employments etc.</td>
<td></td>
</tr>
</tbody>
</table>
# Draft Agenda

Final workshop on

*Ex-post evaluation of business R&I grant schemes*

Brussels, 30.05.2016, 11:00-15:30

<table>
<thead>
<tr>
<th>Timing</th>
<th>Sessions</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:30 – 11:00</td>
<td>Arrival</td>
<td>Arrival of participants</td>
</tr>
<tr>
<td>11:00 – 11:15</td>
<td>Opening</td>
<td>- General Introduction by the Chair and EC</td>
</tr>
<tr>
<td></td>
<td>Chaired by A. Bladh</td>
<td>- Tour de Table</td>
</tr>
<tr>
<td>11:15-13:00</td>
<td><strong>MORNING SESSION</strong></td>
<td></td>
</tr>
<tr>
<td>11:15-12:15</td>
<td>The survey results</td>
<td>- Overall presentation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Discussion</td>
</tr>
<tr>
<td>12:15 - 13:15</td>
<td>Feedback on MLE as a new instrument</td>
<td>- Feedback on the process itself</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- How does the content/subject matter impact the discussion?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Previous and future expectations of the participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feedback from EC on how the other groups do and how they report (Eva)</td>
</tr>
<tr>
<td>13:15 – 14:00</td>
<td>Lunch Break</td>
<td></td>
</tr>
<tr>
<td>14:00-15:30</td>
<td><strong>AFTERNOON Session</strong></td>
<td></td>
</tr>
<tr>
<td>14:00 - 15:00</td>
<td>A final report of the MLE</td>
<td>- Demand of the participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Discussion of a suggested structure (expert group)</td>
</tr>
<tr>
<td>15:00 – 15:30</td>
<td>Conclusions</td>
<td>- Closing remarks by the Chair/EC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Next ERAC meeting (October)</td>
</tr>
</tbody>
</table>
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The ‘Policy Support Facility’ (PSF) was set up by the Directorate-General for Research & Innovation (RTD) of the European Commission under the European Framework Programme for Research and Innovation ‘Horizon 2020’, in order to support Member States and associated countries in designing, implementing and evaluating reforms of the national science, technology and innovation systems.

One of the services offered by the PSF are Mutual Learning Exercises (MLE) which are a project-based learning processes whereby over a period of about six months participating countries jointly examine a challenge-driven policy question in detail. The MLEs involve information acquisition and information sharing activities.

The purpose of this particular MLE was to improve the exchange of information and identification of good practices between the participating countries (Denmark, Germany, Norway, Spain and Sweden) and in this way contribute to put in place better systems for the ex-post evaluations of business R&I grant schemes.

This MLE discussed various examples of what some regard as the “golden standard” in evaluation. The three key observations were: evaluations using econometric analyses are far from standardized and complex to perform; econometric analyses are very demanding in terms of data-availability and quality; the obstacles regarding access to data and data confidentiality are far from being removed in only but a few cases.

While the trend towards econometric analysis continues unabated, it was consensus within the group that it would need to be balanced with an understanding of behavioural effects, i.e. the “innovation journey of firms”, of the use of R&D and innovation grants. Thus, some of the main challenges and questions discussed by this MLE group included: the use of econometric analyses from other domains, as for example education and labour market studies; how to deal with the interaction of various schemes used in combination and how to measure and understand behavioural effects.

Studies and reports